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Abstract—Several microgrid control strategies are proposed and studied in the literature. However, there are still gaps in improving their transient behavior and studying their stability. This paper uses small-signal analysis to explore the behavior of internal model–based current and voltage controllers by deriving a state-space model and performing eigenvalue and sensitivity analysis on an islanded inverter-based microgrid system. The results are compared with those of the same microgrid but with PI-based current and voltage controllers. Simulation case studies are performed in the PSCAD/EMTDC environment to compare the transient behavior of both methods. Results show that internal model–based controllers have superior eigenvalue patterns that lead to increased stability and improved transient behavior.
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I. INTRODUCTION

In recent years, electricity generation from distributed energy resources, e.g., photovoltaics, microturbines, and fuel cells, has increased significantly. Control and management of small-scale distributed generator (DG) units pose a significant challenge compared to the existing practices for large centralized generating stations [1]–[6]. Microgrids can help integrate DG units effectively and in turn improve the reliability and sustainability of the power grid [7]. A microgrid can operate in both grid-connected and islanded operating modes [8]–[10]. In the grid-connected mode, the voltage and frequency are dictated by the main grid. However, in the islanded mode, the controllers of the DG units in the microgrid are responsible for regulation of voltage and frequency and for power sharing between DG units [11]–[14].

Many DG units utilize power electronic inverters, especially voltage-sourced converters (VSC), to interface with the microgrid [15], [16]. The key advantages of a power electronics–based interface are improved power quality, voltage regulation, fault current coordination, and reactive power (Var) support [17]. On the downside, inverter-based microgrids have low inertia, which causes challenges in maintaining stability and mitigating oscillations.

The various approaches that have been proposed for current or voltage regulation of three-phase VSCs can be categorized into two main groups: nonlinear and linear approaches. Nonlinear approaches increase the complexity of the system in terms of design and implementation, while they do not necessarily provide superior performance compared with linear methods [18]. Linear methods in turn can be classified into two main groups: stationary reference frame (SRF)-based and rotating reference frame (RRF)-based approaches. Often, SRF-based approaches suffer from a considerable steady-state error [19], while RRF-based approaches can provide zero steady-state error. Among RRF-based approaches, PI-based current and voltage regulators are the most widely used. PI-based controllers are extensively studied in the literature [11], [12], [20]–[23] and dominate the zero-level control in inverter-based microgrids [12]. PI control, although effective, widely used, and easy to tune, has a slow response, a large overshoot, and a long settling time. It also lacks robustness and axes decoupling. Improving stability and transient behavior of voltage and current is imperative for microgrids to allow more effective utilization of the assets and prevent violation of the operational limits [24], [25].

Recently, [26], [27] proposed a cascade internal model control (IMC)–based voltage regulator consisting of an inner current and an outer voltage controller, as shown in Fig. 1. The authors perform time-domain simulations for a single DG unit and show that compared with PI-based controllers, the IMC-based approach has superior transient performance and is more robust against system parameter uncertainties. However, these studies are limited to a single DG unit and no systematic stability analysis is performed. In fact, while small-signal models are widely used in the literature, especially for PI-based controllers [11], [28], small-signal models for IMC-based controllers have not been developed yet.

This paper studies the small-signal stability and transient behavior of a microgrid with IMC-based current and voltage controllers and provides an insight into the superior transient behavior of IMC controllers. As the first step, the state-space models of the current and voltage controllers are developed. Then, the state-space model of a microgrid with IMC-based controllers is developed following the procedure in [11]. Using this model, a detailed small-signal stability analysis is performed for a study microgrid system with three DG units and the results are compared with those of the same microgrid but with cascade PI-based controllers utilized in [11]. Moreover, PSCAD simulation studies on transient behavior of the microgrid are performed for both methods to confirm the results of the small-signal analysis.

This study shows that, compared with PI-based controllers, IMC-based controllers have

- Increased damping ratios of sensitive eigenvalues;
- Higher robustness to parameter changes; and
- Faster step response and reduced over/undershoot in current and voltage transients.
These advantages agree with the transient behavior of a single DG unit obtained from time-domain simulation in [27].

The rest of this paper is organized as follows. Section II derives the state-space models for the IMC-based current and voltage controllers. The model of the complete microgrid is presented in Section III. Sections IV and V discuss the results of the small-signal analysis and simulation studies. Finally, Section VI recapitulates the study and draws conclusions.

II. STATE-SPACE MODEL OF IMC-BASED VOLTAGE AND CURRENT CONTROLLERS

This section derives the small-signal state-space model for the IMC-based voltage and current controllers illustrated in Fig. 1. Generally, the integrator outputs are selected as the state variables, which in turn makes their inputs derivatives of the state. Hence, the state equations for the inner current control loop, in direct and quadrature axes, are

\[
\frac{d\gamma_d}{dt} = i_{id} - i_d \quad \text{and} \quad \frac{d\gamma_q}{dt} = i_{iq} - i_q, \tag{1}
\]

and those of the outer voltage control loop are

\[
\frac{df_d}{dt} = v_{od} - v_d \quad \text{and} \quad \frac{df_q}{dt} = v_{oq} - v_q, \tag{2}
\]

where \(\gamma_d, \gamma_q, \phi_d,\) and \(\phi_q\) are the state variables. For notational brevity, time functions are stated without \((t)\). The definition of all voltages and currents are based on Fig. 2. Subscripts \(d\) and \(q\) represent direct and quadrature axes, respectively, and \(\ast\) refers to the reference value of a variable. Throughout the paper, \(d-\) and \(q-\) components of the input vectors, output vectors, and state variables of the state-space small-signal models are aggregated as \(z_{dq} = [z_d \ z_q]^T\).

A. Current Controller

This subsection derives the small-signal model of the inner current control loop shown in Fig. 1. In [27], transfer functions \(K_v(s)\) and \(K_v'(s)\) are PD and PI controllers, respectively, with the tuning parameters \(K_{pv}, K_{vc}, K_{pvc}, K_{pcv}\), and \(K_{pc}'\). However, since a state-space representation requires proper transfer functions, the derivative terms of controllers are neglected, which is justifiable in this study as \(K_{pc}\) and \(K_{vc}\) are four and six orders of magnitude greater than \(K_{DC}\) [27]. From Fig. 1, the output equations of the inner current control loop are

\[
v_{id}(s) = v_{od}(s) + \frac{K_{pc} + K_{vc}}{s} [i_{id}(s) - i_{d}(s)] - \frac{K_{pc}'}{s} [i_{iq}(s) - i_{q}(s)] \tag{3}
\]

\[
v_{iq}(s) = v_{oq}(s) + \frac{K_{pc} + K_{vc}}{s} [i_{iq}(s) - i_{q}(s)] + \frac{K_{pc}'}{s} [i_{id}(s) - i_{d}(s)]. \tag{4}
\]

Applying inverse Laplace transform to (3) and (4) and taking (1) into account yields

\[
v_{id} = v_{od} + K_{pc} i_{id} - K_{pc} i_{d} + K_{vc} \gamma_d - K_{pc}' i_{iq} + K_{pc}' i_{q} - K_{vc} \gamma_q \tag{5}
\]

\[
v_{iq} = v_{oq} + K_{pc} i_{iq} - K_{pc} i_{q} + K_{vc} \gamma_q + K_{pc}' i_{id} - K_{pc}' i_{d} + K_{vc} \gamma_d. \tag{6}
\]

By linearizing and combining (1), (5), and (6), the small-signal state-space model of the inner current control loop is obtained as

\[
[\Delta \gamma_d] = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} [\Delta \gamma_d] + \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} [\Delta i_{dq}] 
\]

\[
+ \begin{bmatrix} -1 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 \end{bmatrix} [\Delta i_{dq}] \tag{7}
\]

\[
[\Delta v_{dq}] = \begin{bmatrix} K_{vc} & -K_{vc}' \\ K_{vc}' & K_{vc} \end{bmatrix} [\Delta \gamma_d] + \begin{bmatrix} K_{pv} & -K_{pv}' \\ K_{pv}' & K_{pv} \end{bmatrix} [\Delta i_{dq}] 
\]

\[
+ \begin{bmatrix} -K_{pv} & K_{pv} \\ K_{pv} & -K_{pv} \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix} [\Delta i_{dq}]. \tag{8}
\]

B. Voltage Controller

This subsection derives the small-signal model of the outer voltage control loop depicted in Fig. 1. In [27], the transfer functions \(K_v(s)\) and \(K_v'(s)\) are PD and PI controllers, respectively, with the tuning parameters \(K_{pvv}, K_{vvc}, K_{pvv}, K_{pcv}\), and \(K_{pc}'\). Again, the derivative terms are omitted since a state-space representation needs proper transfer functions, which is justifiable in this study because \(K_{DC}\) is 500 times smaller than \(K_{pvv}\). The output equations of the outer voltage control loop can be derived from Fig. 1 as follows:

\[
i_{id}(s) = i_{od}(s) + K_{pv} [v_{od}(s) - v_{od}(s)] - \frac{K_{pv}'}{s} [v_{oq}(s) - v_{oq}(s)] \tag{9}
\]

\[
i_{iq}(s) = i_{oq}(s) + K_{pc} [v_{oq}(s) - v_{oq}(s)] \tag{10}
\]

Applying inverse Laplace transform to (9) and (10), and taking (2) into account, the following algebraic equations for the outer voltage control loop can be derived:

\[
i_{id} = i_{od} + K_{pv} v_{od} - K_{pv} v_{od} - K_{pv} v_{oq} + K_{pv} v_{oq} - K_{pc} \phi_q \tag{11}
\]
The design procedure for the control parameters $K_{P_V}$, $K'_{P_V}$, $K'_{I_V}$, $K'_{P_C}$, $K'_{I_C}$, $K'_{P_E}$, and $K'_{I_E}$, is presented in [27]. The inverter is modeled as a time delay $T_{PWM} = \frac{1}{(2f_{sw})} = 6.25 \times 10^{-5}$ s. The IMC tuning parameters $\lambda_c$ and $\lambda_v$ represent the closed-loop time constants of the current and voltage control loops. Their values are first estimated and then fine-tuned with a MATLAB/Simulink model of a VSC by successively varying the parameters. Finally, with $\lambda_c = 10^{-5}$ and $\lambda_v = 2 \times 10^{-4}$, the control parameters of the current and voltage controllers are chosen as

$$
\begin{align*}
K_{P_C} &= \frac{R_f}{T_{PWM} \lambda_c} = \frac{0.1 \times 6.25 \times 10^{-5} s + 1.35}{10^{-5}} = 135.625 \\
K_{I_C} &= \frac{R_f + T_{PWM} L_f \omega_c}{\lambda_c} = \frac{0.1 \times 6.25 \times 10^{-5} s + 1.35}{10^{-5}} = 5.3014 \\
K_{D_C} &= \frac{T_{PWM}}{\lambda_c} = \frac{6.25 \times 10^{-5} s + 1.35}{10^{-5}} = 0.0084
\end{align*}
$$

(15)

$$
\begin{align*}
K'_{P_C} &= \frac{2\omega_f L_f}{T_{PWM} \lambda_v} = \frac{2 \times 50 \times 10^{-5} s}{10^{-5}} \\
K'_{I_C} &= \frac{2 (L_f + R_f) T_{PWM} \lambda_v}{\lambda_v} = \frac{2 (1.35 \times 10^{-5} s + 0.1 \times 6.25 \times 10^{-5} s)}{10^{-5}} = 4.2608 \times 10^4
\end{align*}
$$

(16)

$$
\begin{align*}
K_{P_V} &= \frac{C_f}{\lambda_v} = \frac{50 \mu F}{2 \times 10^{-4}} = 0.25 \\
K_{D_V} &= \frac{C_f T_s}{\lambda_v} = \frac{50 \mu F \times 2 ms}{2 \times 10^{-4}} = 5 \times 10^{-4}
\end{align*}
$$

(17)

$$
\begin{align*}
K'_{P_V} &= \frac{C_{f \omega_f} T_s}{\lambda_v} = \frac{50 \mu F \times 2 \times 50 Hz}{2 \times 10^{-4}} = 0.1571 \\
K'_{I_V} &= \frac{2(C_f T_s)}{\lambda_v} = \frac{50 \mu F \times 2 \times 50 Hz}{2 \times 10^{-4}} = 78.5398
\end{align*}
$$

(18)

The control parameters used in this paper for the conventional method are the same as those reported in [11].

### III. State-Space Model of a Generic Microgrid

This section discusses the small-signal model of a microgrid study system that includes power controllers, filters, inverters, lines, and loads [11]. It is shown how the submodels combine to form the linearized system matrix $A_{MG}$. The notation $\text{diag()}$ is used to show the nonzero elements of a diagonal matrix.
A. Power Controller Model

While there are elaborate droop control methods (e.g., [29]), for comparison, this study utilizes a conventional droop control–based power controller to share real and reactive power between microgrid inverters as shown in Fig. 3. The $dq$-components of the DG unit output current and voltage (see Fig. 2) are used to calculate the instantaneous real and reactive power components $\hat{p}$ and $\hat{q}$. These signals are low-pass filtered with a cut-off frequency of $\omega_c$. The resulting average values $P$ and $Q$ are used in the droop equation (see Fig. 3). With the droop control, an increase in the real output power artificially reduces the reference value of the inverter frequency $\omega^*$. Similarly, an increase in the reactive output power reduces the reference output voltage $v^*_{od}$ of the inverter while $v^*_{oq}$ is set to zero. The small-signal state-space model of the droop control–based power controller is

$$
\begin{bmatrix}
\Delta \delta \\
\Delta P \\
\Delta Q \\
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & -m_p & 0 \\
0 & 0 & -\omega_c & 0 \\
0 & -\omega_c & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\Delta \delta \\
\Delta P \\
\Delta Q \\
\end{bmatrix} +
\begin{bmatrix}
0 \\
1 \\
0 \\
\end{bmatrix}
\Delta \omega_{com}
$$

$$
+ \begin{bmatrix}
0 & 0 & 0 & \omega_c I_{oad} & \omega_c I_{oq} & \omega_c V_{oq} \\
0 & 0 & 0 & \omega_c I_{oad} & \omega_c I_{oq} & \omega_c V_{oq} \\
\end{bmatrix}
\begin{bmatrix}
\Delta I_{d dq} \\
\Delta I_{odq} \\
\end{bmatrix},
$$

(19)

where the angle $\delta_i$ describes the displacement of inverter $i$ quantities from the reference inverter rotating at $\omega_{com}$. The coefficients $m_p$ and $n_q$ are the real and reactive power droop gains, which depend on the DG unit ratings ($P_{\max}$, $Q_{\max}$, $Q_{\min}$) and the grid code ($I_{\max}$, $I_{\min}$, $V_{\max}$, $V_{\min}$). Quantities $I_{oad}$, $I_{oq}$, $V_{oad}$, and $V_{oq}$ are the steady state values representing the operating point for linearization takes place. For comparison, $m_p$, $n_q$, $I_{oad}$, $I_{oq}$, $V_{oad}$, and $V_{oq}$ are taken from [11].

B. Small-Signal Model Matrices of Filters, Lines, Loads, and Variable Transformations

The submatrices discussed in this subsection are available in [11] and therefore not repeated in this paper. Matrices $A_{LCL}$, $B_{LCL1}$, $B_{LCL2}$, and $B_{LCL3}$ build the small-signal model of the filter and grid coupling used in each DG unit (Fig. 2).

$$
\begin{bmatrix}
A_{INV} \\
B_{INV}
\end{bmatrix}
$$

(19)

$$
A_{INV} =
\begin{bmatrix}
A_{PI} & \begin{bmatrix} 0 \end{bmatrix}_{3 \times 2} & \begin{bmatrix} 0 \end{bmatrix}_{4 \times 2} & B_{PI} \\
B_{V11}C_{PIc} & \begin{bmatrix} 0 \end{bmatrix}_{2 \times 2} & B_{V21} \\
B_{V11}D_{V11}C_{PIc} & \begin{bmatrix} 0 \end{bmatrix}_{2 \times 2} & B_{C11}D_{V21} + B_{C21} \\
B_{LCL1}D_{C11}C_{V11} & \begin{bmatrix} 0 \end{bmatrix}_{2 \times 2} & B_{C11} \\
+ B_{LCL2}D_{V11} & \begin{bmatrix} 0 \end{bmatrix}_{2 \times 2} & \begin{bmatrix} 0 \end{bmatrix}_{13 \times 1} \\
+ B_{LCL3}C_{PW1} & \begin{bmatrix} 0 \end{bmatrix}_{13 \times 1} & \begin{bmatrix} 0 \end{bmatrix}_{13 \times 1}
\end{bmatrix}
$$

(20)

$$
B_{INV} = \begin{bmatrix}
B_{Pcom} & \begin{bmatrix} 0 \end{bmatrix}_{10 \times 1}
\end{bmatrix}_{13 \times 2}
+ \begin{bmatrix} 0 \end{bmatrix}_{13 \times 2}
\begin{bmatrix} - \omega_s & 0 \\
0 & - \omega_s
\end{bmatrix}_{2 \times 2}
+ \begin{bmatrix} \omega_s & 0 \\
0 & \omega_s
\end{bmatrix}_{2 \times 2}
\begin{bmatrix} 0 \end{bmatrix}_{2 \times 10}
\begin{bmatrix} T_{S1} \end{bmatrix}_{1 \times 13}
$$

(21)

$$
[\Delta x_{INV}] = [\Delta \delta \Delta P \Delta Q \Delta \varphi_{d q i} \Delta \gamma_{dq i} \Delta i_{dq i} \Delta v_{odq i} \Delta i_{odq i}]^T
$$

$$
C_{INVwi} = \begin{bmatrix}
[ C_{PW1} & \ldots & 0 ]_{13 \times 1} & i = 1 \\
[ 0 ]_{13 \times 1} & \ldots & 0
\end{bmatrix}_{1 \times 13}
$$

(22)

$$
A_{INV} = \begin{bmatrix}
A_{INV1} + B_{LCL1}C_{PW}\begin{bmatrix} 0 \end{bmatrix}_{13 \times 13} & \begin{bmatrix} 0 \end{bmatrix}_{13 \times 13} & \ldots & \begin{bmatrix} 0 \end{bmatrix}_{13 \times 13} \\
X_{mp} & A_{INV2} + B_{LCL2}C_{PW}\begin{bmatrix} 0 \end{bmatrix}_{13 \times 13} & \ldots & \begin{bmatrix} 0 \end{bmatrix}_{13 \times 13} \\
\vdots & \vdots & \ddots & \vdots \\
X_{mp} & \begin{bmatrix} 0 \end{bmatrix}_{13 \times 13} & \ldots & A_{INVk} + B_{LCL1}C_{PW}\begin{bmatrix} 0 \end{bmatrix}_{13 \times 13}
\end{bmatrix}_{13 \times 13}
$$

(24)

$$
B_{INV} = \text{diag}([B_{INV1}, B_{INV2}, \ldots, B_{INVk}])_{13k \times 2m}
$$

(25)
$T_{C_i}$ and $T_{V_i}$ are matrices that transform $dq$-currents and voltages, according to their initial condition displacements, into a common reference frame ($DQ$-frame). All these matrices are part of the inverter matrices $A_{INV_i}$, $B_{INV_i}$, and $C_{INV_i}$ used in Subsection III-C. Matrices $A_{NET}$, $B_{NET}$, $B_{LOAD}$, $A_{LOAD}$, $B_{LOAD}$, and $B_{LOAD}$ represent the small-signal models of the microgrid lines and loads. $R_N$, $M_{INV}$, $M_{LOAD}$, and $M_{NET}$ build the small-signal model of the node voltages in the microgrid and ensure, by introducing large virtual resistors ($r_N = 1000 \ \Omega$), that all voltages are well defined. These matrices are part of the system matrix $A_{MG}$, as shown in Subsection III-D.

### C. Complete Model of Inverter $i$

In this subsection, the small-signal models of the filter and the current, voltage, and power controllers combine to form the complete model of inverter $i$:

$$[\Delta x_{INV_i}] = A_{INV_i}[\Delta x_{INV_i}] + B_{INV_i}[\Delta v_{bDQ_i}] + B_{i\omega\text{com}}[\Delta \omega_{com}]$$

$$[\Delta \omega_i] = [C_{INV_i}] [\Delta x_{INV_i}],$$

where $A_{INV_i}$, $B_{INV_i}$, $B_{i\omega\text{com}}$, $C_{INV_i}$, and $\Delta x_{INV_i}$ are defined in (19)–(21). The combined small-signal model of $k$ inverters in a microgrid with $m$ nodes is represented as

$$[\Delta x_{INV}] = A_{INV}[\Delta x_{INV}] + B_{INV}[\Delta v_{bDQ}]$$

$$[\Delta \omega_{com}] = C_{INV}[\Delta x_{INV}],$$

where $A_{INV}$, $B_{INV}$, and $C_{INV}$ are defined in (24) and (25) and inverter 1 is chosen to be the common reference frame. Each $X_{m_{p}}$ matrix in (24) is a $13 \times 13$ matrix with $m_{p}$ as the only nonzero element at (1, 2). This entry influences the phase angles of the remaining inverters and accounts for changes in the rotational speed of the reference inverter.

State variables, input vectors, and output vectors of LTI subsystems in this paper are aggregated as follows:

$$[\Delta Z] = [\Delta Z_1 \ \Delta Z_2 \ldots \Delta Z_n]^T.$$

This procedure is also applied to $[\Delta x_{INV}]$, $[\Delta v_{bDQ}]$, $[\Delta \omega_{com}]$, and their respective derivatives.

### D. System Matrix

Finally, all subsystems are combined to form the system matrix $A_{MG}$, shown in (27), which is used for eigenvalue and sensitivity analysis.

$$[\Delta x_{INV}] = A_{MG} [\Delta x_{INV}] + B_{INV}[\Delta v_{bDQ}]$$

$$[\Delta \omega_{com}] = C_{INV}[\Delta x_{INV}],$$

where $A_{INV}$, $B_{INV}$, and $C_{INV}$ are defined in (24) and (25) and inverter 1 is chosen to be the common reference frame. Each $X_{m_{p}}$ matrix in (24) is a $13 \times 13$ matrix with $m_{p}$ as the only nonzero element at (1, 2). This entry influences the phase angles of the remaining inverters and accounts for changes in the rotational speed of the reference inverter.

State variables, input vectors, and output vectors of LTI subsystems in this paper are aggregated as follows:

$$[\Delta Z] = [\Delta Z_1 \ \Delta Z_2 \ldots \Delta Z_n]^T.$$

This procedure is also applied to $[\Delta x_{INV}]$, $[\Delta v_{bDQ}]$, $[\Delta \omega_{com}]$, and their respective derivatives.

$$A_{MG} = \begin{bmatrix} A_{INV} + B_{INV}R_NM_{INV}C_{INV} & B_{INV}R_NM_{NET} & B_{INV}R_NM_{LOAD} \\ B_{NET}R_NM_{INV}C_{INV} + B_{2NET}C_{INV} & A_{NET} + B_{NET}R_NM_{NET} & B_{NET}R_NM_{LOAD} \\ B_{LOAD}R_NM_{INV}C_{INV} + B_{2LOAD}C_{INV} & B_{LOAD}R_NM_{NET} & A_{LOAD} + B_{LOAD}R_NM_{LOAD} \end{bmatrix}$$

### IV. SMALL-SIGNAL STABILITY AND SENSITIVITY ANALYSIS OF THE STUDY MICROGRID

In this section, the location and behavior of the eigenvalues of the study microgrid subsequent to a change in power controller parameters is investigated. Furthermore, the sensitivity of different modes to state variables is studied by calculating participation factors. Fig. 4 shows the study microgrid; it operates in the islanded mode, supplies two loads, and includes three DG units connected by two lines. Initial conditions as well as filter, line, and controller parameters are selected to be the same as in [11] to facilitate the comparison. Table I shows the parameters of the study microgrid.

#### A. Locus of Eigenvalues

The MATLAB function `eig()` is employed to calculate the eigenvalues of the system matrix $A_{MG}$ and its corresponding right and left eigenvectors. Fig. 5 shows the locus of the eigenvalues of the complete model of the study microgrid using both IMC and conventional controllers. The complete system
Sensitivity of critical IMC low-frequency dominant modes

<table>
<thead>
<tr>
<th>State</th>
<th>Participation</th>
<th>Sensitivity of $\lambda_{1-2}$</th>
<th>Sensitivity of $\lambda_{1-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>0.313</td>
<td>$P_1$</td>
<td>0.236</td>
</tr>
<tr>
<td>$Q_1$</td>
<td>0.109</td>
<td>$Q_1$</td>
<td>0.091</td>
</tr>
<tr>
<td>$P_2$</td>
<td>0.375</td>
<td>$P_2$</td>
<td>0.148</td>
</tr>
<tr>
<td>$Q_2$</td>
<td>0.106</td>
<td>$Q_2$</td>
<td>0.384</td>
</tr>
<tr>
<td>$P_3$</td>
<td>0.066</td>
<td>$Q_3$</td>
<td>0.116</td>
</tr>
</tbody>
</table>

$i$th eigenvalue, in a system with $n$ eigenvalues, is defined as

$$p_{ki} = \frac{\lambda_i}{\delta_{kk}} = \frac{|v_{ki}| |w_{ki}|}{\sum_{k=1}^{n} |v_{ki}| |w_{ki}|}$$

where $\lambda_i$ is the $i$th eigenvalue, $\delta_{kk}$ is the $k$th diagonal element of the system matrix, and $v_{ki}$ and $w_{ki}$ are the $k$th elements of the left and right eigenvectors associated with $\lambda_i$.\([30]\).

The participation factors of the most critical modes $\lambda_{1-2}$ and $\lambda_{1-3}$, where the subscripts indicate the inverters with the highest participation factors, are listed in Table II. The participation factors show that, similar to the conventional approach studied in [11], low-frequency modes in cluster A are highly sensitive to the state variables of the power controller. Cluster B contains high-frequency modes sensitive to power controller state variables and output voltage $\Delta v_{udq}$, where the latter is a state variable of the filter and indirectly influences the state variables of the voltage controller, see (2). High-frequency modes in cluster C are sensitive to state variables of the filter and indirectly affect the state variables of the current controller, see (1).

**B. Eigenvalue Sensitivity to Real Power Droop Gain**

This subsection studies the sensitivity of the eigenvalues to the real power droop gain $m_p$ to evaluate and compare the robustness and stability of both methods. The real power droop gain is varied between $1.57 \times 10^{-5} \leq m_p \leq 3.14 \times 10^{-4}$ as suggested in [11]. Fig. 7 shows the corresponding locus of low-frequency modes. The two critical eigenvalues of the sensitivity analysis listed in Table II are marked.

While the eigenvalues of the conventional control method deeply enter the right half plane and become unstable, IMC eigenvalues remain in the left half plane and retain stability. Fig. 7 confirms that the IMC approach has superior stability performance compared with the conventional approach.

**C. Eigenvalue Sensitivity to Reactive Power Droop Gain**

In this subsection, the sensitivity of eigenvalues to the reactive power droop gain $n_q$ is studied. Fig. 8 shows the locus the of eigenvalues near the origin subsequent to a change in reactive power droop gain for $3.17 \times 10^{-4} \leq n_q \leq 7 \times 10^{-3}$ [11]. For IMC, eigenvalues located farther away from the real axis exhibit slightly larger imaginary parts compared with those of the conventional method. On the other hand, IMC eigenvalues located near the origin show slightly reduced real and imaginary parts compared with those of the conventional method as shown in Fig. 8. The eigenvalues of


**Figure 7.** IMC vs. conventional method: Locus of low-frequency modes as a function of real power droop gain (for $1.57 \times 10^{-3} \leq n_p \leq 3.14 \times 10^{-4}$).

**Figure 8.** IMC vs. conventional method: Locus of low-frequency modes as a function of reactive power droop gain (for $3.17 \times 10^{-4} \leq n_q \leq 7 \times 10^{-3}$).

**Figure 9.** IMC vs. conventional method: Locus of low-frequency modes as a function of filter inductance (for $1 \text{pu} \leq L_f \leq 6.5 \text{pu}$).

**Figure 10.** IMC vs. conventional method (close-up): Locus of low-frequency modes as a function of filter inductance (for $1 \text{pu} \leq L_f \leq 6.5 \text{pu}$).

In this subsection, the sensitivity of eigenvalues to the filter inductance $L_f$ is studied for both methods. Fig. 9 shows the locus of the eigenvalues near the origin subsequent to a change in $L_f$ in the range of $1 \text{pu} \leq L_f \leq 6.5 \text{pu}$. Sensitive eigenvalues of both methods travel toward the right half plane as $L_f$ increases. Cluster B eigenvalues of IMC do not pose a stability threat as they remain far away from the right half plane. On the other hand, eigenvalues in cluster 2 and 3 of the conventional method quickly approach the right half plane and some become unstable.

Fig. 10 shows a close-up of the critical region around the origin of Fig. 9. As $L_f$ increases, cluster A eigenvalues of the IMC method also approach the right half plane. As can be seen, the eigenvalues of the conventional method deeply enter the right half plane; however, eigenvalues of the IMC method retain stability for $L_f = 6.5 \text{pu}$. While these inductance values are rather large, they represent the stability limit of IMC (the conventional method becomes unstable for $L_f = 1.5 \text{pu}$). Hence, the IMC method is significantly more robust against parameter variations and uncertainties than the conventional method.

**V. SIMULATION RESULTS**

This section discusses simulation case studies to evaluate the performance of the IMC- and the PI-based approaches. The study microgrid shown in Figs. 2 and 4 is modeled in PSCAD/EMTDC environment. For the simulation case studies, the loads shown in Fig. 4 are excluded. Instead, for comparison with the results of [11], a large step change (from no load to 27 kW) is applied at bus 1 to specifically capture the high-frequency modes dominated by the voltage and current controllers (small $R$ and large $RL$ load step changes merely capture the low-frequency modes dominated by the power
controller, which are not the focus of this study). Furthermore, the results of the sensitivity analysis in Subsection IV-D are validated by changing the value of the filter inductance $L_f$.

A. Load Step Change

This subsection studies the response of the microgrid to a large load step change. Fig. 11 shows the response of real and reactive output power components of the three DG units caused by the step change in load at bus 1, comparing IMC and the conventional methods. The traces of both methods overlap, and only the IMC trace is visible. As anticipated, these methods have similar performance since they utilize the same power controller (while the current and voltage controllers are different). It can be seen that low-frequency modes of around 7 Hz in cluster A dominate the transient response in real and reactive power, which agrees with results of [11]. Because no load is connected to the microgrid before $t = 0.1$ s, both real and reactive output powers are zero. As a result of conventional droop control, eventually the 27 kW load is shared equally between the DG units while the reactive power is injected according to the feeder impedance between each DG unit and the load. The DG unit with the shortest electrical distance from the load change responds the fastest but also shows the largest overshoot.

Figs. 12(a) and (b) illustrate the $d$- and $q$-components of the filter current $i_f$ responses of the three DG units, respectively, comparing IMC and conventional methods. Again, real power is shared equally since the $d$-components of the currents adjust to the same steady state value while $q$-components are according to reactive power sharing. Figs. 12(a) and (b) show that IMC has less overshoot and faster response than the conventional method, which agrees with [26], [27].

Fig. 13 shows transient responses of DG unit output voltages $v_{od}(i = 1, 2, 3)$ induced by the load step change. It can be seen that IMC significantly reduces the transient voltage undershoot. The conventional method causes voltage undershoots up to 20%. However, IMC has a maximum voltage undershoot of only about 1.7%. This behavior agrees with the results of a single DG unit case presented in [26], [27]. Reference [11] shows that the cluster 2 eigenvalues are responsible for the output voltage transients with frequencies around 350 Hz. IMC transients in the voltage show frequencies of around 1000 Hz and correspond to high-frequency modes in cluster B. Cluster B eigenvalues exhibit higher frequencies but have significantly improved damping ratios compared with cluster 2. This explains the drastic reduction of voltage undershoot with IMC.

B. Sensitivity to Filter Inductance $L_f$

This subsection studies the sensitivity of the voltage and current controllers in the microgrid to parameter variations. Therefore, the same load step change as in Subsection V-A is applied while the value of the filter inductance is changed for both methods. Figs. 14(a) and (b) show the $d$- and $q$-components of the filter current $i_f$ response of the three DG units, when the filter inductance $L_f$ is increased to 1.5 pu for the conventional method and 6 pu for the IMC method. While the response of the conventional method show serious oscillations for an $L_f$ increase of only 1.5 pu, the IMC method remains stable for increases up to $L_f = 6$ pu. Hence, the IMC voltage and current control is very robust against parameter variations of the filter. The results agree with those of the sensitivity analysis performed in Subsection IV-D, see Fig. 9 where the eigenvalues of the IMC method remain stable, i.e., in the left half plane for an $L_f$ increase up to 6.5 pu while the eigenvalues of the conventional method have already entered the right half plane and lost stability.

It is important to point out that, due to poor damping ratios, waveforms of the PI-based approach also start oscillating earlier than those of IMC as the real and reactive power droop gain coefficients $m_p$ and $n_q$ increase (not presented in this paper). This agrees with the results of the small-signal analysis in Subsections IV-B and IV-C, which predict that the conventional method becomes unstable earlier than the IMC method as $m_p$ and $n_q$ increase (Figs. 7 and 8).
VI. CONCLUSION

In this paper, a small-signal model of an inverter-based microgrid utilizing IMC-based controllers is derived. This model is used to perform eigenvalue and sensitivity analysis. Simulation case studies verify the results of this small-signal analysis. The results are compared with those of the same study microgrid utilizing conventional PI-based controllers. Sensitivity analysis, employing the calculation of participation factors, shows that low-frequency modes are highly sensitive to the parameters of the power sharing controller of the DG units for both methods. Varying these parameters (droop coefficients $m_p$ and $n_q$), the eigenvalue plots reveal that, compared with the PI-based approach, the study microgrid with IMC controllers exhibits superior stability performance. Moreover, the microgrid with IMC controllers is significantly more robust against parameter uncertainties of the filter ($L_f$ variation). Small-signal analysis shows that the reason for the drastically reduced voltage undershoot is the increased frequencies and damping ratios of sensitive eigenvalues.
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